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Background
Advertisers use Facebook to reach consumers with offers 
of not only products and services but also life opportunities, 
political messages, and outright scams. Each ad impression 
is an effect of a complex interplay between the advertiser’s 
targeting parameters and the platform’s ad delivery algo-
rithms. We turn the tables on Facebook by using their own 
tools to bring much needed transparency and accountability 
to this process. Our work uncovered instances of discrimi-
nation, differential pricing, and other worrying phenomena, 
and led to real-world accountability. The papers below are 
the most recent publications in our Facebook series.

Study 1^ Study 2*
How does the demographic of the face in a 
Facebook ad affect that ad’s delivery?

How are harmful ads on Facebook delivered, 
and to which subset of users?

Approach

We take the role of an advertiser and run a series of con-
trolled advertisements containing pictures of people to un-
derstand how the demographics of a person in an advertise-
ment influences how Facebook delivers that ad. To control 
for potentially confounding differences, we also create a se-
ries of computer-generated faces using StyleGAN, chang-
ing only the demographic of interest (c). We measure race 
using voter records from North Carolina and Florida divid-
ed by the voters’ self-reported race. By running a Custom 
Audience using these voters, we can use delivery by state 
as a proxy for race. 

Approach

Results

Results

Generally, ads with a certain demographic are delivered 
more to users of that same demographic. Ads containing 
images of Black people are delivered more to Black Face-
book users. This breaks down when considering ads con-
taining teenage and young adult women—for these ads, 
they aren’t delivered more to women, but instead are de-
livered more to older men (d). This could run counter to an 
advertiser’s intent for using images of young women for di-
versity campaigns. Defaulting to pictures of white men may 
be more harmful than previously thought, since minority in-
dividuals may not be delivered them.

Takeaways
Overall, our work brings up interesting legal and ethical 
considerations for Facebook to take into account when de-
signing such systems. We illustrate that there are potential 
harms arising from who a Facebook user is or who Face-
book interprets them to be. In our first study, we show this 
to be harmful from the perspective of an advertiser, whose 
diverse ads featuring young women may not be shown to 
diverse audiences but rather to older men. In our second 
study, we show this to be harmful from the perspective of 
a Facebook user, who may be disproportionately delivered 
harmful ads like clickbait or sensitive ads like those for 
healthcare. 

We recruited 41 diverse participants to donate all the 
Facebook ads they see along with the associated tar-
geting information. We manually coded over 3,000 of 
these ads and investigated how the different ad types 
are distributed among the participants.

Lorenz curves (a) and the Gini coefficient (b) empha-
size the same message: Potentially harmful ad types 
such such as Sensitive, Clickbait and Potentially Pro-
hibited have a significantly higher level of inequality in 
contributions compared to the Neutral ads. Such ads 
are disproportionately shown to a small subset of us-
ers, while most users see very few of them. The long 
tail of online harms means that a fraction of users face 
problems that the majority might not even be aware of.
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Figure 5: Delivery statistics of ads featuring StyleGAN images, revealing similar trends to those with stock images in Figure 3.

up with 100 total images, with �ve images in each combination of
demographics.

We then run the same ads as we did in the previous experiments
using these images, targeting the same age-limited audience (44
and under); this is referred to as Campaign 3 in Table 2. We col-
lected and analyzed the results in the same manner as the previous
experiments.

Figure 5 presents a detailed look at how these images were deliv-
ered. We can immediately observe that most of the trends that we
observed on the stock photos persist when we use our synthetically
generated faces: in panel A, images of Black faces are delivered
signi�cantly more to Black users; in panel B, images of older faces
tend to be delivered to older Facebook users; and in panel C, im-
ages of female and male faces of di�erent ages are delivered very
di�erently, most notably with images of young women be delivered
disproportionately to men.

Figure 6: Images of faces generated using StyleGAN 2 by sweeping
through the latent directions of gender, race, and age.

As a �nal point of analysis, Table 4c presents the results of a
linear regression on these results. When compared to the previous
regression for stock photos in Table 4b, we �rst observe that the
'2 and coe�cients for the % Black model match the stock photo
experiments extremely closely. This further cements our result that
images of Black faces are indeed delivered more to Black users,
everything else held equal. When focusing on the % Female model,
we �rst note that the the '2 is higher (0.496) than with the stock
photos (0.314); while we do not know the source of this improve-
ment in explainability for the stock photos, we hypothesize that
it may be due to the biases present in Deepface that were carried
over into our latent dimensions. Regardless, we observe that that
the two independent variables that were statistically signi�cant in
the stock photo experiment continue to be signi�cant here. Finally,
focusing on the % Age 35+ model, we see the opposite trend, with
the explainability going down relative to the previous experiment.

Note that we do not provide a statistical measure on the similar-
ity of the models resulting from stock and synthetic images. The
experiments were run at di�erent times and thus were subject to
di�erent extraneous conditions. We present the two models side-
by-side to show that the e�ects persists, but comparing the exact
e�ect sizes is not appropriate.

6 REAL-WORLD ADS
As a �nal point of analysis, we explore the extent to which the
skews induced by the ad delivery algorithm that we observed in
the prior section impact “real” ads. Because “real” ads often have
other features in the image beyond just an image of a face, we want
to see whether these skews persist when such other features are
present. Additionally, we want to explore whether these skews are
present in ads for protected categories, including housing, credit,
and employment.

Ad setup Previous work showed that, based on the image and
the linked website, Facebook steers employment ads towards users
whose demographics correlate with the distribution of workers in
the market [13]. For example, Ali et al. [13] found that ads for jobs
in the lumber industry were delivered disproportionately to white
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